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Robot learning from humans has been proposed and researched for several decades as a means to enable robots to learn new skills or
adapt existing ones to new situations. Recent advances in arti�cial intelligence, including learning approaches like reinforcement
learning and architectures like transformers and foundation models, combined with access to massive datasets, have created attractive
opportunities to apply those data-hungry techniques to this problem. We argue that the focus on massive amounts of pre-collected
data, and the resulting learning paradigm, where humans demonstrate and robots learn in isolation, is overshadowing a specialized
area of work we term Human-Interactive-Robot-Learning (HIRL). This paradigm, wherein robots and humans interact during the
learning process, is at the intersection of multiple �elds (arti�cial intelligence, robotics, human-computer interaction, design, and
others) and holds unique promise. Using HIRL, robots can achieve greater sample e�ciency (as humans can provide task knowledge
through interaction), align with human preferences (as humans can guide the robot behavior towards their expectations), and explore
more meaningfully and safely (as humans can utilize domain knowledge to guide learning and prevent catastrophic failures). This can
result in robotic systems that can more quickly and easily adapt to new tasks in human environments. The objective of this paper is to
provide a broad and consistent overview of HIRL research and to guide researchers toward understanding the scope of HIRL, and
current open or underexplored challenges related to four themes — namely, human, robot learning, interaction, and broader context.
The paper includes concrete use cases to illustrate the interaction between these challenges and inspire further research according to
broad recommendations and a call for action for the growing HIRL community.

CCS Concepts: •Human-centered computing!Collaborative interaction; •Computingmethodologies! Learning settings;
Intelligent agents; Cognitive robotics; • General and reference ! General literature.
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Human-in-the-loop machine learning, Interaction research, Teaching and learning

ACM Reference Format:
Kim Baraka, Ifrah Idrees, Taylor Kessler Faulkner, Erdem Bıyık, Serena Booth, Mohamed Chetouani, Daniel H. Grollman, Akanksha
Saran, Emmanuel Senft, Silvia Tulli, Anna-Lisa Vollmer, Antonio Andriella, Helen Beierling, Ti�any Horter, Jens Kober, Isaac
Sheidlower, Matthew E. Taylor, Sanne van Waveren, and Xuesu Xiao. 2018. Human-Interactive Robot Learning: De�nition, Challenges,
and Recommendations. 1, 1 (January 2018), 28 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION

The idea of robots learning from humans with domain or task expertise started with the early work of programming
by demonstration [120, 143]. Since then, several new human-in-the-loop machine learning approaches have emerged,
some of which have started to make their way into the realm of robotics. Our starting point is that pre-programming or
pre-training robots will not be enough for fail proof deployment in unstructured and human-populated environments.
Robots are likely to encounter or have to adapt to unseen situations, and will always need �netuning to fully comply to
user’s personal preferences, values, or needs. At the time of writing this paper, unlike personal devices like laptops and
phones, physical robots are currently used for a very limited range of tasks and are often only accessible to a niche
group of expert users. Although end-users can often customize robot behavior through simple interfaces, we do not
yet have robots that are �exibly and naturally “teachable” by end-users as they would train pets, children, or junior
colleagues. To date, the vast majority of robot programming methods have remained focused on building robots that
specialize in accomplishing speci�c tasks, while fewer e�orts have been dedicated to developing robots that can learn
dynamically with human assistance, through (a combination of) teaching signals like demonstrations, evaluations,
corrections, ranking, or instructions [13, 23, 25, 65, 77, 106, 135, 167]. These robots would interpret human teaching
signals within their own model of the world, accounting for their capabilities. Developing robots that can interactively
learn from a large variety of humans would enhance �exibility in numerous assistive and collaborative applications like
household assistance and healthcare, making them more versatile and user-friendly like our everyday devices.
Manuscript submitted to ACM
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In line with this philosophy, this paper introduces a vision for the �eld of human-robot interaction where robots
are treated less as tools with rigid, static, limited capabilities, and more as apprentices that can re�ne existing skills
and acquire new skills through rich and intuitive interactions with humans. We de�ne an emerging area of research
that we call Human-Interactive Robot Learning (HIRL), which addresses the intersection between the robot learning
sphere and the human factors sphere, placing interaction at the forefront. We believe that the intersection of these two
spheres gives rise to unique technical challenges that each sphere alone does not fully capture. The goal of this paper is
to identify and illustrate unique challenges and opportunities that arise in HIRL and outline its expected impact on
both implementation and deployment phases of robotic technologies.

We view HIRL as a cross-disciplinary e�ort that spans several technical and non-technical research �elds (see
Figure 1). At the time of writing this paper, there is no agreed de�nition for a �eld that looks at both algorithmic and
human factors and places interaction at the forefront when building embodied interactive learning systems. This paper
is the result of in-depth discussions during and after three workshops on HIRL [99, 100, 124] hosted at the ACM/IEEE
Human-Robot-Interaction conference [3]. These discussions took the form of Q&A’s over research presentations, focused
working group discussions, design exercises, and online plenary meetings. This paper is not meant as a survey paper
on the topic as we do not systematically nor extensively survey the literature (check [137] and [22] for comprehensive
surveys on very close topics). Instead, the aims of the paper are to: (1) outline a vision for teachable robots where
interaction plays a central role, (2) advocate for an interdisciplinary research agenda to consolidate and make progress
in that research area, and (3) sound an alarm that this currently underexplored area of work (HIRL) is in danger of
being pushed aside in favor of (non- or minimally interactive) foundation models and massive datasets. We present a
de�nition of HIRL (Section 2), a list of open or under-researched challenges for this growing research area (Section 3),
illustrated through hypothetical use cases (Section 4), and a set of recommendations for the HIRL community moving
forward (Section 5).

2 SCOPE OF HIRL

This section outlines a de�nition for HIRL, a brief overview of teaching signals and associated HIRL techniques, and a
list of desired properties in HIRL systems.

2.1 HIRL definition

To further clarify the boundary of HIRL as a set of research problems and approaches, we list minimal assumptions for
a HIRL (pronounced /h3:rl/) problem:

A1. There is at least one robot interacting with at least one human
A2. The robot learns through or as a result of this interaction
A3. The human acts/communicates in ways that in�uence the robot’s behavior
A4. The robot acts/communicates in ways that in�uence the human’s input

As examples of a HIRL system, consider a kitchen robot that actively asks for demonstrations when it encounters
limitations, such as using a new tool, or a robotic wheelchair that updates its navigational behavior based on real-time
feedback from its user. To further give the reader a sense of the breadth of HIRL problems and approaches, the following
subsection provides an overview of di�erent types of teacher-learner frameworks and associated teaching signals.
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Fig. 1. This paper positions HIRL as an emergent cross-disciplinary research area that draws methods from several research fields.

2.2 Teacher-learner framework and overview of teaching signals

This section gives a brief overview of teacher-learner frameworks typically used in the literature, through the lens of
di�erent teaching signals that are commonly considered in HIRL systems. For a more comprehensive overview, we
refer to [22] and [137]. HIRL can be framed as an inter-agent knowledge transfer problem involving a teacher — i.e., a
human knowledgeable of a solution to the task assigned to a robot — and a learner — in our case, a robot [78]. The
teacher aims to transfer their knowledge about the task through teaching signals directed at the learner. We assume the
teacher has some task-relevant expertise, but not necessarily robotics or machine learning expertise nor necessarily
teaching expertise. The learner aims to make use of these teaching signals to improve its own learning.

2.2.1 Common types of teaching signals. Despite the considerable variability in terminology, four main types of teaching
signals can be identi�ed from the literature: demonstration, evaluation, correction, and ranking. Depending on the
learning paradigm, such signals can be given at di�erent levels of abstraction (e.g., action level, episode-level, policy-level
in a reinforcement learning formulation).
Manuscript submitted to ACM
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• Demonstration involves the teacher showing (or attempting to show [50]) the robot the desired behavior
by performing it themselves. A demonstration is a set of state-action pairs sampled from the execution of the
expert’s policy. By providing a demonstration, which can include trajectories or execution traces, the teacher
informs the learner about a possible way to accomplish a task by direct example of which action to take at each
state within the provided set.
When a robot acquires skills through direct teleoperation or through kinesthetic demonstrations, this process
is often termed learning by doing. On the other hand, when a robot learns from video demonstrations or the
teacher’s own body motion, the method is known as learning from observation [24]. Examples of teleoperation
interfaces encompass, but are not limited to, joysticks and control panels [95], as well as virtual reality (VR) [173],
and haptic feedback devices [90]. A large portion of the work on learning from demonstrations is not interactive
(i.e., demonstrations are provided before learning happens), but some recent work has been considering learning
from demonstrations in online settings ([29, 57]).

• Correction involves the teacher providing feedback on speci�c errors or deviations from desired behavior and
suggesting ways to improve or rectify those errors. Unlike demonstrations, corrections typically follow from
observation of the learner’s behavior. They can be delivered through various means, such as verbal instructions
[138, 167], kinesthetic interventions [88, 152], or teleoperation [67, 89]. Similar to demonstrations, the goal of
corrections is to convey an acceptable policy through indicating which action(s) to take in given situations.

• Evaluation involves providing an assessment of the learner’s performance based on prede�ned criteria [10, 81],
through binary or scalar values. After observing the robot execute action(s) in (a) certain state(s), the human
provides feedback about the quality of its past action(s). This feedback can serve as the sole form of learning
signal for the robot or can be combined with self-exploration. It could be interpreted di�erently depending on
the chosen approach — take the form of a reward-like signal in interactive reinforcement learning, a target in
supervised learning [72], or a value roughly corresponding to how much better or worse an action is compared
to the current policy [91]. Similar to classical reinforcement learning, evaluations aim to reinforce or punish
certain behaviors of the robot. The robot makes sense of this by considering the teacher’s signal as a reward or
value associated with recent robot behavior [25].

• Ranking involves the teacher providing information about the quality of a trajectory in comparison to an-
other/(others) by ranking them [106]. Ranking can be expressed as an ordered set of trajectories which, unlike
correction, communicates the value of several alternatives relative to each other. This ranking provides the robot
with information about the relative goodness of di�erent trajectories and does not necessarily involve providing
speci�c guidance on how to improve or correct the behavior.

Each of these types of teaching signals has pros and cons to consider. Demonstrations provide concrete examples and
can be intuitive for humans to give. They are e�ective for complex tasks. On the downside, demonstrations have limited
scenario coverage, can be bothersome for the teacher, and requires them to be capable of performing the task. Corrections
target speci�c areas for improvement and can be more e�cient than full demonstrations for minor adjustments. They
allow for iterative re�nement of skills. However, corrections require the teacher to accurately identify and articulate
errors, and may not provide a complete picture of the desired behavior. Evaluations are simple to provide, directly
reinforce behaviors, and can be combined with self-exploration. However, they often do not provide speci�c enough
guidance, can be subjective or biased, and may lead to inconsistent learning signals. For instance, a robot might receive
con�icting feedback for similar actions from di�erent humans or depending on the human’s attention level, causing
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confusion in the learning process. Lastly, rankings allow for comparison between multiple candidate behaviors and can
capture subtle preferences without requiring precise quanti�cation. They are useful when optimal behavior is unclear
but relative performance can be assessed. However, rankings do not provide absolute measures of performance, do not
work well in multi-objective tasks where rankings are di�cult to produce, can be time-consuming if many trajectories
need to be compared, and may be less informative when all options are similar. For example, consider an exoskeleton
that must optimize the comfort of the user. If two gaits are both bad, it is di�cult for the human to compare them and
there is no ground-truth function for comfort.

Table 1. Definitions, pros, and cons of common Teaching signals in HIRL systems

Method De�nition Pros Cons

Demonstration Showing the desired
behavior or task
execution

• Concrete examples
• Often intuitive for humans
• E�ective for complex tasks

• Limited scenario coverage
• Can be bothersome
• Requires capable teacher

Correction Speci�c adjustments to
improve performance

• Targets speci�c
improvements

• E�cient for minor
adjustments

• Allows iterative re�nement

• Requires accurate error
identi�cation

• Incomplete behavior picture
• Inconsistent across scenarios

Evaluation Simple assessment of
action quality (e.g.,
good/bad)

• Simple to provide
• Directly reinforces behaviors
• Easily combines with
self-exploration

• Lacks speci�c guidance
• Subjective or biased
• Inconsistent learning signals

Ranking Ordering multiple
attempts based on
relative performance

• Compares multiple
approaches

• Captures subtle preferences
• Useful for unclear optimal
behavior

• No absolute performance
measure

• Less informative for similar
options

• Time-consuming for many
comparisons

In addition to these common categories of teaching signals, some works have considered other types of human-
to-robot input that can be considered a teaching signal, such as starting state selection, which involves choosing the
initial conditions for learning rollouts [26], or human saliency maps, in which the human annotates what is important
in the visual scene [82], curriculum learning where a human provides help by ordering tasks the robot tackles [160],
state �agging, where an annotator identi�es key states [169], and object-focused advice in the form context-speci�c
instructions, such as “jump right (action) when encountering a coin (object)” [74].

2.2.2 Natural language as teaching signal. A growing corpus of research currently focuses on leveraging more complex
natural language feedback as a means of instruction for robotic systems [118], especially with the advent of Large
Language Models (LLM) [83]. This approach aims to leverage the �exibility and richness of human language as a
Manuscript submitted to ACM
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means of knowledge transfer between humans and machines. Natural language feedback, being more expressive than
traditional teaching signals, can cover more than one of the categories mentioned above, and express higher-level or
more complex feedback. It can also bridge the gap between observations and their underlying causes, thereby providing
a robust foundation for generalization [98]. This characteristic of natural language feedback makes it particularly
e�ective in supporting causal learning processes and enhancing inferential capabilities [80, 144].

Relatedly, instruction-following agents [7, 85] are designed to carry out tasks based on natural language instructions
provided by humans. One of the key challenges for such agents is language grounding, which involves teaching agents
to map human instructions to actions tied to their perceptions. To overcome this di�culty, several methods have
been proposed, including the development of multimodal representations [85, 86, 167]. For example Ahn et al. [7]
combine probabilities from a language model (indicating the likelihood that a given skill matches the instruction) with
probabilities from a value function (indicating the likelihood of successfully executing that skill) to determine the most
appropriate action.

2.3 Desired properties of a HIRL system

Desiderata for what HIRL systems achieve and how they function are highly context- and application-dependent,
however, we believe there are some general properties of such systems that are desirable in most cases. The following
(non-exhaustive) list outlines some that the authors identi�ed as important based on their own research, both from a
learning and from a teaching perspective, with associated explanations.

• Sample e�ciency: For a given target performance, the robot requires fewer data/interactions or conversely, for a
given number of data/interactions, the robot learns more e�ciently. This is important because interactions with
humans can be bothersome or expensive.

• Robustness: Small variations or biases in data/interactions do not cause large variations in learned policies.
This is important because humans are noisy and unpredictable, so HIRL systems should be able to handle such
variations.

• Coverage: The underlying interactive learning capabilities allow the robot to acquire a wide range of skills. This
is important to create �exible systems that can acquire new skills beyond the ones it was pre-programmed to do.

• Solution quality: Given enough time and interactions, the robot is able to learn high quality policies. This is
important because we would like to have guarantees that interactions actually improve the robot’s performance
as opposed to degrading it.

• Convergence (assuming stationarity in teaching and scenario): The robot is able to converge to an acceptable
policy within reasonable amount of time or teaching interactions. This is important as it brings predictability
which aids teaching.

• Adaptation (assuming non-stationarity in teaching): The robot is able to adapt to changes in the distribution of
human input. This is important because humans are often co-learning with the robot and their teaching may
re�ect this fact.

• Low task load (mental/physical): It requires minimal e�ort for the human to participate in the learning process.
This is important to make it viable for users to be willing to teach.

• Intuitiveness: The interventions require minimal training or are easily remembered. This is especially important
for non-expert end-users who need to easily interact with robotic products without prior training.

Manuscript submitted to ACM



8 Baraka et al.

Fig. 2. HIRL challenges across four themes: Human-related (H), Robot Learning-related (R), Interaction-related (I), Broader Context-
related (BC). Evaluation-specific challenges (E) within each theme are marked with dashed outlines. The graphic is intended to help
visually categorize the challenges that will be described in the following sections.

• Low ambiguity: What is expected from the human is clear at all times. This is important for the quality of
teaching as well as the motivation of the human.

• Interpretability: The human is able to understand the “internals” of the robot, e.g., regarding how it learns or
why it acts a certain way. This is important for alignment purposes and for the quality of teaching.

• Personalizability: The robot is able to learn policies that satisfy the human’s personal preferences or needs. This
is important in cases where there is no single “objective” way of solving the task.

• Motivation-inducing: The system is designed in such a way that the human is motivated to provide input to
the robot (e.g., because bene�ts outweigh costs). This is important to make it viable for users to be willing to
participate in the learning process.

3 HIRL CHALLENGES

This section outlines broad challenges that the authors identi�ed as relevant to HIRL as an area of research. These were
the result of round table discussions held in three HIRL workshops at the HRI conference [99, 100, 124], as well as
Manuscript submitted to ACM
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extensive plenary and specialized discussions during the process of writing this paper. Challenges are organized along
four di�erent themes: Human-related, Robot Learning-related, Interaction-related, and Broader Context-related, and are
summarized in Figure 2. These challenges are in no way exhaustive, but rather they were identi�ed as open problems
that are preventing the �eld from moving forward, either because they are challenges that researchers are not paying
enough attention to, or because they will most likely not be solved any time soon. Each challenge, formulated as a
broad research question, includes a brief explanation of relevance, scope, and possible ways to address it. Each theme
contains one evaluation-related challenge marked with E. It is worth noting in potential solutions outlined that the
same method can address more than one challenge.

3.1 Human-related challenges

Challenges in this section relate to aspects of the human themselves, including their behavior, experience, and role.

H1. How do humans teach robots? Understanding how humans teach robots is crucial for developing advanced
learning paradigms and evaluation methods. Research in this area comprises two distinct strands. The �rst focuses on
interaction studies, exploring the dynamics of natural teaching in both human-human and human-robot interactions
[157]. These studies contrast the dynamic, adaptive nature of natural human teaching with rigid teaching in current
HIRL approaches [158] and have revealed that human teachers naturally tend to employ strategies similar to those
used when teaching children [108, 155]. For instance, they adjust their input based on the learner’s current level of
understanding, using techniques such as monitoring and sca�olding [119, 156].

In the second strand, there is ongoing research aimed at enabling robots to better understand and respond to human
teaching strategies. This involves capturing and accurately interpreting teaching signals, modeling the teaching process
as feedback, demonstration, or instruction, and understanding the behavior and intention of the teacher [9, 61, 86]. By
focusing on these areas, we can create teacher-adaptive learning algorithms and realistic evaluation oracles [25, 77].
Promising approaches include empirical studies, predictive modeling, and agent-based methods such as reinforcement
learning, which collectively contribute to re�ning how robots learn from human interaction [42].

H2. How to facilitate and enrich teaching experience? Facilitating and enriching the teaching experience during
human-robot interaction is essential for minimizing teacher fatigue and frustration, while also promoting the delivery of
e�ective and accurate teaching signals. Enhancing this experience requires a multifaceted approach. First, the teaching
process can be enriched, for instance through combining multiple teaching signals (both explicit like natural language
and implicit like gaze of facial expressions) [31, 129, 131, 172]. Second, humans can also be guided on the most e�ective
ways to teach robots [56, 57]. Key strategies involve designing intuitive interfaces [153], which may include innovative
hardware solutions to streamline the teaching process and reduce the cognitive load on the human teacher [60, 161].
Additionally, a strong focus on human-centered interaction design is crucial [110, 112], ensuring that the system is
tailored to the needs and capabilities of the user. Transparency in the teaching process is another critical component,
as it helps users understand the robot’s learning progress and methods, thereby fostering a more collaborative and
e�ective teaching environment [155]. These approaches could collectively contribute to a more e�cient, user-friendly,
and satisfying human-robot teaching experience.

H3.When should which humans teach robots? Realistic HIRL systems deployed in human-populated environments
are likely to have to deal with multiple teachers with potentially con�icting teaching signals. Learning from multiple
humans presents several challenges, especially in determining the right timing and choice of human teachers. Contextual
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factors, such as the speci�c environment and task requirements, have a signi�cant in�uence on the teaching approach.
The complexity is further compounded by human limitations, especially in situations of non-stationarity, where
instructors may need to adapt their methods or responses as the robot’s behavior evolves. Selecting the appropriate
teacher (whether by design or by the robot) is crucial and challenging, requiring someone who is currently available,
with the right expertise, and who can consistently adapt to these changes. Balancing these factors is essential to ensure
the robot receives accurate and e�ective instruction that aligns with intended behavior, especially in situations where
multiple stakeholders (e.g., service provider, service consumer) are involved and can be queried to adjust di�erent
parts of the robot’s behavior. Algorithmically, existing e�orts in cooperative multi-agent reinforcement learning are
promising to automatically reason about teacher-learner roles in a multi-teacher (potentially multi-robot) setting [116].
From a design perspective, this challenge also applies to the pre-deployment phase when a development team needs to
select the right type of teacher when interactively training robots to produce certain behaviors with the help of humans,
as explored in [163].

HE. How to evaluate teaching experience? Evaluating the teaching experience requires a comprehensive approach
that includes various metrics and methods, considering the diverse experiences among participants interacting with
di�erent learning systems. Key metrics might involve assessing the e�ectiveness and e�ciency of the teaching process,
user satisfaction, and the quality of the learning outcomes. Methods for evaluation should encompass both quantitative
and qualitative analyses, focusing on the human-centered aspects of the teaching experience and simplifying the process
for better accessibility. A crucial factor in improving teaching experiences is minimizing the number of interactions
needed to achieve desired learning outcomes [109]. Additionally, measuring multi-modal freedom—how easily and
e�ectively teachers can switch between di�erent modes of instruction—provides insights into the �exibility and
adaptability of the teaching methods. This holistic evaluation framework can help identify strengths and areas for
improvement, ultimately enhancing the overall teaching and learning experience. Finally, as there could be strong
learning e�ects also on the human side, there is a need for looking at long-term evaluations to bridge the gap between
short-term studies and real-world usability of HIRL systems.

3.2 Robot Learning-related challenges

These challenges apply to the learning process or capabilities of the learning robot.

R1. How can robots manage variation in teaching? Dealing with variation in teaching is a critical roadblock to
deploying learning robots in the wild. Variation can arise from one user changing over time [59, 75], multiple users
teaching in varying ways [150], inconsistent or contradictory teaching signals, adversarial behavior, and many other
causes. Regardless of the reason, these changes can result in a robot not learning tasks e�ectively or safely. Speci�c
open problems within this challenge are di�erentiating between poor teaching and an imperfect model of what the user
wants, identifying what kinds of ground truth might we have access to (an expert reward function, a de�ned goal state,
etc.), establishing reasonable assumptions about imperfect teaching that can help robots learn even with imperfect
information, and personalizing robot behavior to di�erent user preferences. E�orts in addressing such problems can
include exploring di�erences between users [92] and subsequently developing personalized and teacher-adaptable
learning strategies, in addition to accommodating di�erences in interface preferences [37].

R2. How to improve sample e�iciency? Sample e�ciency in HIRL is crucial as collecting human-robot interaction
data is expensive and can bring safety challenges, as well as being tiring for users. One way of reducing the amount of
Manuscript submitted to ACM
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human data required is to use data that is available “for free” such as implicit signals [70, 82, 84, 129–132], or more
information-dense teaching signals (e.g., corrections instead of binary good/bad feedback) [32, 88]. Active learning, in
order to maximize information gain from each piece of data [14, 44, 162], and simulated teachers (improved beyond
noise-modi�ed perfect oracles [59, 76, 80]) are other avenues. All of these methods have some drawbacks to overcome:
implicit signals may require additional tools such as devices to record audio or track eyes, information-dense teaching
signals may be more di�cult for non-expert users to provide, active learning may need interactions to be optimized
under an acquisition function and thus require additional computation time, and simulated teachers have quite a bit of
improvement to go before they can accurately capture human behavior. With more research, each one of these research
directions holds promising methods for future sample-e�cient learning.

R3. How to prevent unsafe behaviors? Although introducing a human in the loop of learning systems can address
safety issues by guiding the robot’s exploration more e�ectively and preventing unsafe behaviors [133], safety (for the
robot and/or the human(s)) is still a major challenge to address in HIRL systems. The two main factors that can lead to
unsafe behaviors are, �rst, learning algorithms without safety boundaries and, second, people giving dangerous teaching
signals to a robotic learner. As many �elds outside of HIRL focus on safety in non-interactive learning algorithms [166],
we propose work on making algorithms better able to handle dangerous teaching signals. These kinds of signals can
come from either mistakes or from intentional bad actors. To handle bad actors, some form of safety “ground truth” is
needed; if a user instructs a robot to perform a dangerous behavior, algorithms should be designed with checks to ensure
that actions leading to this behavior are not executed. In the case of mistakes from well-intentioned users, a safety
ground truth can also help in the present moment; additionally, robots could in some cases be provided with a method
of informing the user that such teaching signals could lead to unsafe behavior, helping users learn over time how to
better and more safely teach robots. Even though HIRL ultimately aims to have real robots learn from interactions,
realistic simulators can be of great help for safer learning as an intermediate step, but do have shortcomings such as
requiring good environment models.

RE. How to measure what you have learned and what you can learn? The evaluation of HIRL systems tends
to vary signi�cantly. Often these systems are evaluated through some combination of simulation and real-robot
experiments; with “oracles” (pre-trained policies) that give optimal feedback to a learning agent, or noisy simulated
users; with experts or novice participants; and in laboratory or in online crowd-sourcing settings. This variation is
further compounded by the lack of standard evaluative metrics and benchmarks [22]. Here, we propose directions of
work to further standardize the quantitative and qualitative evaluation of HIRL-systems. A key �rst step to evaluating
HIRL-systems is a set of benchmark and standard quantitative learning/teaching metrics which need to be applicable to
most, if not all, HIRL settings. Furthermore, we need ways to estimate not only the current quality or performance of the
system, but also the envelope of learnable behaviors, for example by taking inspiration from the proofs commonly used
in the reinforcement learning community [145], or through empirically constructing these envelopes using realistic
simulated teachers.

3.3 Interaction-related challenges

Challenges within this theme cover aspects that arise from interaction between the human, the robot, and the envi-
ronment. We assume that the human and robot form an interaction loop where signals relevant to both teaching and
learning are dynamically exchanged.
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I1. How to construct compatible mental models? A signi�cant challenge in HIRL is aligning human and robot
mental models of each other’s capabilities and intentions [19, 114]. Misunderstandings can lead to ine�ective teaching
inputs from humans or breakdowns in interaction. Successful co-alignment requires both sides to adapt: humans often
form anthropomorphic models in�uenced by media, prior experiences [11], the robot’s appearance and behavior [121],
as well as ingrained perceptions of human-like traits [43]. This necessitates improving transparency, explainability,
and employing intuitive control architectures to help humans form accurate representations of a robot’s abilities and
learning processes [45, 140, 175]. For robots, e�ective modeling of human preferences and intentions can be achieved
through techniques like preference learning [113], intention inference [159], and shared representations [15], allowing
them to better meet human needs and goals. Addressing this challenge calls for advances in human-centered design,
adaptive learning, and second-order mental models [20, 147], where robots also consider the human’s understanding of
their abilities, thus enhancing feedback and trust calibration.

I2. How to close the teacher-learner loop? A critical challenge in HIRL is closing the interaction loop between the
human teacher and the robot learner. Current algorithms often treat teachers as static, reliable sources of information
[156], yet in practice, human teachers are variable, with evolving teaching strategies, and can become tired or frustrated.
E�ective HIRL systems should enable two-way feedback, fostering co-construction, co-learning, and co-adaptation
throughout the interaction [126, 154]. One potential solution is to leverage implicit cues from interaction data to help
robots learn more e�ciently, while also guiding teachers to provide more relevant and useful feedback [34, 92, 129, 131,
164, 165]. Active learning strategies [33, 107] can help the robot identify knowledge gaps and direct the teacher’s focus
e�ectively in those areas, but still need to adequately balance both robot learning and human factors (e.g., cognitive load,
interruptability, context, etc). Finally, closing the teacher-loop by adding e�ective robot-to-human feedback mechanisms
[51, 104] can create responsive, co-adaptive interactions, leading to improved learning outcomes for both parties over
time and create a form of synergy between teacher and learner [8].

I3. How to deal with interactions outside the teacher-learner loop? While being embedded in a teacher-learner
loop, the robot also interacts with the outside world, such as the task at hand or even potential humans not involved in
the teaching process. For example, knowledge gathered by the agent from interacting with the physical environment
may or may not be correlated with feedback from a teacher. Additionally, an environment may carry information about
the humans that populate it (see, e.g., [87]), which may help bootstrap or contextualize interaction. As such, the robot
receives signals from the environment and from a variety of social agents. As HIRL studies often take place in labs
(see examples in [22]), this challenge is not widely explored but will be signi�cant when deploying learning robots in
the real world. Some existing work in this direction includes algorithms that learn from more than one reward-like
signal [48, 139]. In the future, one potential way of approaching this challenge at a higher level is to discriminate
teaching relevant signals from other environmental signals and have two distinct policies, a task-related policy and a
second reactive one for interacting with other parts of the environment (for example handling basic conversation with
other humans).

IE. How to conduct repeatable interaction studies? Another key challenge is ensuring the repeatability and
replicability of interaction studies, which are essential for validating scienti�c �ndings. Interaction studies, which range
from learning policy convergence to usability evaluations, are notoriously di�cult to replicate due to variations in
human behavior and experimental conditions [66]. Replication, however, is crucial for building robust and generalizable
knowledge. To address this challenge, it is essential to develop standardized protocols and benchmarks for study design
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[cf. 25, 66]. Leveraging simulation environments can help create controlled scenarios, allowing for repeated studies with
a large number of participants [63, 149, 174]. It is worth noting here that unlike traditional machine learning that relies
on large datasets that can be directly used to train models, the interactive nature of HIRL makes such datasets of limited
usefulness for training models. However, we argue that open-source interaction datasets can facilitate replicability
by allowing researchers to get access to a rich diversity of interaction "traces" in HIRL settings and explore questions
related to the e�ect of the teacher on the learner and vice versa. Developing standards for storing, sharing, and using
these datasets will help ensure that interaction studies are repeatable and that results can be veri�ed and built upon. By
establishing these practices, the �eld can advance more rapidly and consistently.

3.4 Broader Context-related

Broader context challenges encompass aspects that go beyond the components of a HIRL system, including impact on
and in�uence of broader ecosystems in which these systems are deployed or developed, and the practice of research in
HIRL as an emerging �eld.

BC1. How to consider accountability in HIRL systems? Accountability has long been a murky concept in traditional
software design [52], let alone in complex interactions. Should compiler developers be accountable for malicious code
later compiled? It seems obvious that they should not. But if the compiler contains errors that cause compiled code
to malfunction, should developers then be held accountable? These questions grow more complex in HIRL systems.
In traditional software development, roles like “developer,” “tester,” or “user” are distinct, but in HIRL, these roles are
entangled [30, 136]. Both engineers and human teachers can encode harmful or erroneous code. Theoretically, both
developers and end users can encode “correct” code, but a mismatch between the developer’s embedded inductive
biases and the human’s training strategy (e.g., as seen in common RLHF [71]) could still lead to harm. Lessons from
content moderation are relevant here. In HIRL, the engineer’s system design can be viewed as a “platform”, and all
subsequent interactive learning as content. Certain harmful content, like teaching a robot to use a weapon, could be
identi�ed and prevented, while other cases may require subjective interpretation and human judgment. Accountability
becomes even more challenging in a cloud settings that allows re-use of previously taught skills by a community of
users across robotic platforms.

BC2. How to e�ectively collaborate across HIRL-relevant fields? Developing HIRL systems necessitates an
interdisciplinary approach that integrates engineering, computer science, cognitive science, and, more recently, the
social sciences and humanities. The challenge lies in fostering e�ective collaboration among these diverse disciplines
to integrate centuries of research on interaction, learning, and didactics. Notably, there is scant research focusing on
the (informal) teaching aspect, which is crucial for HIRL. Mixed-method study designs can leverage the qualitative
methods of the social sciences and humanities to complement the quantitative methods relied upon by engineering and
computer science [171]. E�ective interdisciplinary work depends on robust methods for collaboration, including the
transfer of results, theories, and methods among �elds, with an awareness and alignment of di�erent epistemic cultures
and values. Addressing these challenges requires clear communication strategies, regular exchanges, and fostering a
shared vision aligned with the overarching goals of HIRL. Without engaging these varied �elds, HIRL research risks
overlooking user needs and societal expectations, potentially leading to ine�ective and societally irrelevant solutions
[97]. Among the HIRL-relevant �elds mentioned in Figure 1, the authors would like to speci�cally highlight the potential
of collaborations between AI and human-robot interaction researchers and education sciences, including human-animal
training [117, 134].
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BC3. How to design HIRL systems with and for society? Deploying HIRL systems can have both positive and
negative impacts on society. Besides classic impacts of robotics (e.g., cost-reduction, risk of reducing human contacts,
or access to new functions for some users) [38], the presence of a teaching interaction with HIRL systems creates new
opportunities and challenges. Such robots can learn values adapted to the culture in which they are deployed [93].
However, these learning systems can also have spillover e�ects, for example by encouraging antisocial behaviors as it
was observed with chatbots [36]. Consequently, the HIRL community should re�ect upon where HIRL systems should
be deployed, and whether some use cases or teaching practices are o�-limit. We believe in building more extensively on
participatory design methods [105] by involving both end-users as well as experts with HIRL-relevant knowledge (which
may include embodied knowledge, e.g., educators, dog trainers, performing artists, domain experts, etc.) through novel
participatory methods leveraging HIRL [163]. Furthermore, strengthening collaborations with research in the social
sciences and humanities can help guide design requirements and anticipate blind spots in adoption and assumptions,
ensuring that HIRL systems are developed with and for society.

BCE. What is progress in HIRL as a field? Measuring progress in HIRL is critical to creating more adaptable, safe,
and user-friendly robotic systems that work seamlessly in human environments. The e�ectiveness of standard metrics
for HIRL should be measured broadly in terms of its impact on society. This includes ensuring that research knowledge
is scalable and applicable to real-world challenges and that it improves productivity and safety. Benchmarks such as
those from the IEEE Robotics and Automation Society [4], competitions like RoboCup@Home [5] and those organised
by the International Conference on Social Robotics [1], and datasets like Orbit [103] are essential for advancement in
this �eld. Additionally, it is essential to measure the success of educational programs for stakeholders and develop a
skilled workforce to advance HIRL technologies for sustainable growth and innovation (cf. HIRL educational module
[2]). Furthermore, new R&D projects and initiatives such as international workshops in well-established venues [124]
will move the �eld forward by attracting investment and resources, especially given that HIRL aligns with the new
European directive that emphasizes human-centric approaches to AI [41].

4 USE CASES

This section presents �ve use cases meant to concretely illustrate the challenges outlined in Section 3 through examples
of hypothetical HIRL systems. These use cases were speci�cally chosen to highlight a range of di�erent challenges,
although they are in no way exhaustive, neither of the challenges nor of potential application areas of HIRL systems.
These use cases are visually summarized in Figure 3.

4.1 Robot-assisted physical therapy for rehabilitation in elderly patients

4.1.1 Context description. Healthcare in general, and elder care in particular, has long been used to justify robot
development and deployment due to the current demographic shift and scarcity of workforce [168]. Physical therapy
following fractures or strokes is crucial for optimal recovery, particularly in older adults, where the process can be more
complex due to age-related factors [39, 125]. In recent years, robotic systems have been developed and deployed to aid
in this recovery process [e.g., 35, 58]. For e�ective rehabilitation, it is essential that these robotic systems are adaptive,
responding not only to the patient’s individual needs but also to their progress [115]. However, human-robot interaction
in this demographic presents unique challenges. Older adults often are not familiar with advanced technology, which
can create barriers to e�ective use. Additionally, many face a range of age-related impairments, such as reduced hearing,
cognitive decline, and diminished physical abilities.
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Fig. 3. Visualization of the five use cases meant to illustrate the breadth of HIRL challenges through specific hypothetical systems.
Illustration based on original images from pch.vector on Freepik.

4.1.2 Added value of HIRL. Given the highly individual nature of patients in this use case, it is essential that treatment
is equally individual. Developing systems that can e�ectively cater to these individual needs is challenging, as pre-
programmed solutions are insu�cient due to the inadequacy of a one-size-�ts-all therapy approach. In this context,
HIRL presents a viable alternative, enabling robots to be taught by therapists in a tailored way and adapted by patients
during execution through natural interaction. This would ensure that the care provided remains relevant and respectful,
preserving individuals’ integrity and potentially fostering trust and engagement. Enriching the teaching experience
(challenge H2) is critical in this case, as it would result in better accessibility and ease of use, minimizing frustration, and
contributing to a richer human-robot relationship. Furthermore, as elderly patients may present a variety of pro�les
that can a�ect their ability to teach and teaching strategies, managing variation in teaching (challenge R1) is also an
important challenge in this context.

4.1.3 System description. A humanoid robot is designed to support physical therapy for elderly individuals recovering
from fractures, particularly in the intervals between sessions with a therapist. The robot’s primary functions include
demonstrating exercises, instructing and motivating patients, monitoring the accuracy of exercises, correcting improp-
erly performed movements, and providing physical guidance when necessary. The exercises performed by the robot
are highly individualized. Although these exercises must be prescribed by a quali�ed therapist rather than the patient,
they must be dynamically adapted to meet the patient’s speci�c needs and preferences, such as accommodating pain
limitations or adjusting techniques based on patient feedback on their own limitations, exercise preferences, or speci�c
assistance requests.
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4.2 Household robot assistance with expandable skill set

4.2.1 Context description. The household environment is a promising space for robots to take on common chores
and maintenance tasks, such as cooking meals or changing lightbulbs. However, household environments are both
physically diverse as well as diverse in terms of preferences and needs of people inhabiting them. As such, personalized
robots can assist with household tasks according to individual needs and preferences. For such robots to be e�ective,
there is a need to not only adapt existing skills but potentially also acquire new skills that cater to the unique demands
of the household.

4.2.2 Added value of HIRL. In this context, a HIRL solution can expand a robot’s skill set beyond its pre-programmed
behaviors. This could take the form of learning completely new (e.g., culture-speci�c) tasks from scratch, transferring
existing knowledge from one task or context to a similar one, or recombining knowledge on low-level tasks into high-
level ones, all under the guidance of users. Although HIRL ensures that the robot learns faster than with autonomous
learning, it is crucial that the robot takes the most out of human input and does not overload humans with input queries,
highlighting the importance of sample e�ciency (challenge R2). Furthermore, since a household can contain several
people with di�erent domain knowledge that a robot could reason about when asking for feedback, a relevant challenge
here is when which humans should teach (challenge H3).

4.2.3 System description. The system consists of a personalized household robot that employs an active learning
approach to minimize user involvement while learning new tasks. The robot selectively asks for feedback to di�erent
members of the household (e.g., the grandfather is best at advice on cooking, while the mother is most useful for
car-related problems). It does so only when necessary, improving its ability to infer human intent [62] and reducing
interruptions [68]. When not interacting with users, the robot learns independently through environmental reward
mechanisms such as visual information, allowing it to re�ne its skills using feedback from its surroundings. This
system ensures that the robot e�ciently learns new tasks with a reasonable amount and frequency of user input while
continuously adapting to household needs.

4.3 Child learning by teaching a robot

4.3.1 Context description. Education is a �eld of high signi�cance in HRI [12], aiming to expand the traditional
classroom through a more immersive and controlled experience. Learning by teaching is a powerful paradigm to help
children learn new skills through the so-called Protégé e�ect, by temporarily reversing teacher and learner roles [47].
In the context of human-robot interaction, a child could teach a robot a speci�c embodied skill, and the robot could
interactively adapt its level and challenges to the child’s abilities. This paradigm is often explored in constrained
scenarios, where the learning activity is well-de�ned, but where the child’s level could have a wide range of variations.

4.3.2 Added value of HIRL. In such a situation, HIRL has a critical role to play as it provides the robot the ability to
adapt its level to each individual child. This personalized reverse-tutoring allows the child to be continuously in their
zone of proximal development [53] and thus bene�t the most from the interaction. The key challenge in this context is
calibrating the mental models (challenge I1). It is necessary for instance that the robot has an accurate mental model
of the child, containing, for example, what the child’s strengths and weaknesses are. The child’s mental model of the
robot is also important to shape through interaction and embodiment as a child might be more open to get outside
of their comfort zone with a peer robot than a teacher robot. Additionally, this use case is a prime example where
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collaboration across disciplines (challenge BC2) is required, particularly the under-explored combination of technical
research in robotics and machine learning with that from education scientists.

4.3.3 System description. A concrete system that explores this use case is the CoWriter project [55]. With this system,
a child needs to practice handwriting on a tablet with a small humanoid robot. After a few examples from the child, the
system can analyze the type of writing challenges faced by the child (e.g., challenges to make loops round enough,
issues with speci�c letters). The robot can then provide its own writing, with the child correcting the robot errors.
The key insight in this approach is that robot errors are ampli�ed versions of those the child makes. By correcting the
robot, the child actually pays more attention to these points and practice them more, subsequently leading to improving
handwriting. This strategy has been successfully applied in several situations, including occupational therapy with
children with speci�c needs [46].

4.4 Robotic guidance for the visually impaired

4.4.1 Context description. One of the most studied interaction types in HRI is social navigation, dealing with how a
robot should navigate around human pedestrians. Most of these studies focus on collision avoidance: the robot treats
humans as obstacles to be avoided. However, to act socially, avoidance is not always the desired behavior. Consider a
dog-inspired robotic guide meant to lead a person with visual impairment [54, 101, 148]. This setup raises interesting
questions regarding the embodiment of the robot: How dog-like should it be? HIRL can be used to identify when
people feel comfortable with the robot mimicking a dog and when they prefer it to distinguish itself from a guide
dog. Additionally, this setup brings up challenges concerning interactions beyond the single- human and single-robot
paradigm. For example, when the pair goes to a physical checkup, and the physician reaches for the person, the robot
should not pull its handler away, recognizing that this interaction is not a collision [142].

4.4.2 Added value of HIRL. HIRL o�ers opportunities to reason about guide-robot training with human teachers, from
learning complex social behaviors that are hard to formalize to adapting to individual user needs. This use case highlights
the di�culty of designing an interactive robot for a speci�c target population and calls for radically participatory design
practices [111], with and for people with visual impairments (challenge BC3). Additional challenges include scenarios in
which the robot can have incidental encounters with humans outside the teacher-learner loop (challenge I3), such as
pedestrians other than its handler [127]. These interactions can impact the overall quality of the guide’s performance,
yet it cannot train in advance with people who are likely to interact with the pair for mere seconds.

4.4.3 System description. The system consists of a mobile quadruped robot aiming to guide a person with visual
impairment while exhibiting socially acceptable behavior. The robot should be able to guide the person by tugging on a
leash and respond in real-time to pulling from the person’s end. Learning and adaptation thus occur during deployment
via corrective feedback. This interaction means that the robot’s objective is more than “do not collide with people,” but
the exact objective also includes interactions outside the teacher-learner loop. This set of goals cannot be explicitly
de�ned and may not be known during design time. The robot optimizes for a dynamic objective that takes into account
several environmental factors, including crowdedness level, identity, and social formations of surrounding humans.

4.5 Assisted driving with real-time feedback

4.5.1 Context description. The use of HIRL in the case of (partially) autonomous driving can unlock the potential
bene�ts of self-driving vehicles. In current autonomous driving systems, feedback from drivers is not immediately
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applied — rather, humans overrule the system and corrections are later gathered to learn from. A well-functioning
system could make our roads safer, eliminating human error from distraction or impairment that lead to so many
accidents, by relying on humans as expert teachers to eliminate dangerous exploration. In addition, this would be a net
gain for accessibility by allowing people who are unable to drive to regain their personal freedom and independence.
However, to achieve this, we need a human in the loop to enable the vehicle to adapt to people’s preferences or adjust
to unfamiliar scenarios. Having the car learn from people’s interaction gives agency to the person in the car, and may
even help them feel more secure.

4.5.2 Added value of HIRL. Relying on transferring the human’s domain knowledge as expert drivers would bene�t
the robot’s ability to perform well without costly errors [170]. Once in deployment, autonomous vehicles can behave in
ways that, while legal, might make people uncomfortable or frustrated based on their own preferences. Using HIRL to
personalize this, through various feedback modalities of utterances or a�ective computing could help people feel more
comfortable in the vehicle.

As with human driving, there are signi�cant risks when erroneous autonomous driving decisions are made. Agency
informs liability [28]. Who will be held accountable for undesirable learned behaviors (challenge BC1) — the algorithm
designer, the human providing feedback, the car manufacturer, or someone else — is a complex question which can
have varied outcomes on a case to case basis. Additionally, preventing unsafe behaviors during learning (challenge R3) in
the �rst place is of special relevance due to the high-stakes nature of this use case. If these challenges are properly
addressed, a HIRL system holds the promise of improved overall safety and driver comfort.

4.5.3 System description. The system consists of a semi-autonomous vehicle with Level 4 autonomy [128]. This system
will make use of more natural feedback modalities like gaze tracking and speech that complement existing Advanced
Driver Assistance Systems (ADAS) by providing additional data on the driver’s focus or intention and change behavior
in real time. For instance, if the driver consistently looks at speci�c targets like pedestrians or obstacles before manually
braking, the car learns over time to prepare for a potential stop or slow down, even before the driver physically reacts.
At a higher level, spoken corrections on route preferences are used as a teaching signal to adapt the car’s routing
algorithm.

5 RECOMMENDATIONS

This section builds on the challenges described in Section 3 to provide broad recommendations to HIRL-relevant
research communities moving forward. Again, these recommendations are not exhaustive, but rather re�ect the vision
that the authors put forward in this paper on how HIRL as a growing area of research should be shaped to ensure that
we, as a community, will develop desirable, functional, rich, and ethical systems.

5.1 Treat humans as humans, not oracles

The earliest view of HIRL was that human experts would engage closely with a learning system, ready to patiently
and inexhaustively provide demonstrations, feedback, corrections or preferences to the system that accurately and
exactly capture the correct behavior. In such an ideal setup, the focus of work is mostly on the learning itself, since the
human is assumed to be omnipresent, infallible, and benevolent. More recent work has started to chip away at this ideal
scenario, exploring how HIRL systems can operate when human interaction is costly [73], incorrect [21, 49, 69, 76, 135],
inconsistent [123], or even contradictory [94]. We argue that this trend must continue, we must stop considering
humans as perfect oracles able to provide whatever the system needs, and instead understand them as equal partners in
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this process. That is, instead of asking humans to adapt to the learning, we must adapt the learning to meet humans
where they are.

Primarily, this is a call for work that aims to reduce the cost to the human of interacting with the learning system,
as well as learning systems that can gracefully deal with the bias and the noise (both inherent and intentional) that
interactions with multiple humans will have. However, it is also a call to consider how HIRL systems will operate within
human structures, both physical and societal. There will not be a single temple of learning in which HIRL takes place,
but instead HIRL-enabled robots will exist among, and learn from, a variety of humans in a plethora of locations. Work
that uni�es di�erent approaches to HIRL into a common framework will be necessary for these systems to make the
most of every interaction.

5.2 Do more with less

There is a current trend in learning systems, driven in part by the success of Large Language Models (LLMs), Vision-
Language Models (VLMs), and the availability of data on the Internet, to view learning as a data problem. That is, there
is a belief that the learning methods are su�cient for the tasks we wish to address, and we just need to collect the right
data, collect enough of it, and pre-process it appropriately. We believe this view to be limiting.

Firstly, we note that state-of-the-art AI models like LLMs and VLMs are routinely trained on trillions of samples of
the next-token problem. Even at realtime framerates (30 Hz), we must collect over 1000 years worth of data to approach
this amount. As we have more robots out in the world interacting with more humans, it is possible we may get there,
but the �rst systems will have to operate, and learn, without access to such a dataset.

Secondly, the data generated via HIRL is nowhere nearly as ‘clean’ as current algorithms expect. Humans make
errors, contradict themselves and others, and can be slow and noisy [102]. The (often hidden and done by behind the
scenes humans) additional work necessary to get this data into a usable form does not scale to real-time interactive
learning at scale.

Lastly, the most recent advances in learning all depend on massive computing capability, which is unlikely to be
available to every robot, everywhere. In order to interactively learn from humans during the interaction, each robot
must be able to perform its own learning, using its own processing power, as cloud connectivity cannot be generally
assumed. Thus, we must �gure out how to do more with less [17, 40, 96]: less data, less computation, and less human
e�ort.

5.3 Move beyond fixed teacher-learner roles

As hinted at in challenge I2 (closing the teacher-learner loop) and the education use case (Section 4.3), teacher-learner
roles are often �uid. As HIRL systems move beyond laboratory settings into extended and messy interactions, it becomes
necessary to acknowledge that any such system involves some form of co-learning. The robot learns about the task, the
human, and/or the interaction, and the human learns about the robot, the teaching strategies, and/or their own goals
and preferences, to name a few. This realization unlocks opportunities to make the most of this co-learning process, by
designing robot learners that can actively shape the teaching of humans [56], and even teach them to be better teachers
by providing feedback on their teaching strategies. In more complex scenarios that require rich collaboration, there
might be a more balanced sharing of knowledge between robots and humans where machines learn or teach according
to the situation at hand, or teach what they learned [6]. This approach sets the basis for hybrid intelligent systems [8]
that share knowledge e�ectively and seamlessly through interaction. We believe that designing HIRL systems with this
philosophy in mind will unlock new possibilities for learning and teaching interactions between robots and humans

Manuscript submitted to ACM



20 Baraka et al.

and pave the way towards more useful and e�ective HIRL systems, and towards human-robot teaming, where human(s)
and robot(s) complete objectives cooperatively.

5.4 Take potential risks seriously

Flexible human interactive robot learning (HIRL) systems inherently grant signi�cant control to the end user, marking
a crucial step toward developing personalized technologies. However, this transfer of control carries substantial risks. A
notable example is Microsoft’s 2016 chatbot, Tay, which was designed to learn from user interactions. Within just 16
hours, Tay began generating hateful rhetoric based on what it learned from users on Twitter, prompting Microsoft to
take the system o�ine [122]. Tay serves as a cautionary tale, illustrating the complexities of content moderation in
HIRL, particularly as we envision a future populated by many such systems. This raises an important question: how
can we establish appropriate guardrails to govern the behaviors these systems may adopt?

To date, most HIRL systems have been developed and tested in controlled lab environments, which often fail to
account for the complexities and uncertainties of real-world applications. Challenges such as long-term interactions,
performance measurement over time, and shifts in operational context can lead to signi�cant risks, including system
misalignment [16, 18], safety concerns [79, 151], human exploitation, and algorithmic bias [27]. These issues can
undermine trust and reliability. Additionally, the potential for malicious users to exploit these systems for harmful
purposes — such as warfare or destruction — poses a serious threat [64, 141, 146]. This raises an ongoing debate about
the extent of our responsibility to impose ethical guidelines on future users.

Furthermore, the distinction between benevolent and malevolent users complicates the HIRL landscape even further.
While the majority of users are likely to engage with technology in positive ways, there will always be individuals who
seek to manipulate these systems for nefarious purposes, akin to how Tay was exploited. To address this concern, we
must develop robust strategies to identify and counteract harmful in�uences in real time. By incorporating multi-layered
feedback loops that continuously assess user interactions against established ethical frameworks, HIRL systems can
better di�erentiate between constructive input and harmful manipulation. By tackling both alignment and user intent,
we can work toward creating safer and more reliable HIRL systems that prioritize user well-being.

6 CALL FOR ACTION

This paper introduces the vision, challenges, and opportunities of HIRL primarily from a technological perspective.
Formalizing HIRL and providing a shared vocabulary for the research community can have an immense impact on
both the implementation and deployment phases of robotic technologies, as it provides a clear bridge between research
institutions, projects, and users. An critical precursor for this process moving forward must be a joint, coordinated
e�ort of researchers across multiple disciplines and organizations.

To start this collaboration and increase researchers’ engagement, this paper involved researchers from a broad
spectrum of engineering and sciences — including arti�cial intelligence, robotics, information systems, computer science,
data science, and mechanical engineering — most of whom are actively drawing on methods from other �elds to enrich
their technical contributions in the HIRL space. The authors also brought their insights from working with HIRL-related
challenges from academia and industry. The outputs of these discussions highlighted important and under-researched
challenges faced by the HIRL community. Speci�cally, they call for more concrete theoretical and computational models
relevant to HIRL and for better resource use across the community. They also highlight some exemplary use cases that
cover the main challenges in HIRL.
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To address these challenges, there is a need for large-scale community steering and encouragement for interdis-
ciplinary collaborations on di�erent scales, from cross-pollination between departments of one’s own institute to
larger research consortia, bringing together an eclectic set of expertise around HIRL-related themes. To promote
these objectives, the authors of this paper, along with many of their colleagues, will continue to nurture the HIRL
community via regular meetings and initiatives. Most notably, this community started from the HIRL workshop
series at HRI [99, 100, 124], and it will continue to provide a home for HIRL-related research in the next coming
years. A central portal was created to facilitate all of these resources, including links to workshops, HIRL-related
datasets and repositories, a Zotero reading list, and an invitation to the community’s Slack channel, accessible at
https://sites.google.com/view/hirl-portal/home.1
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